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S.1. Analytical signals in SP-ICPMS

SP-ICPMS signals are usually recorded as a function of time during several seconds or minutes.
Figure S1.a shows a typical time scan, consisting of a number of spikes above a steady baseline.
Whereas each spike is due to the pack of ions from a nanoparticle, the baseline is due to the
background or the presence of dissolved forms of the element measured. Raw time scans can be
processed by plotting the number of pulses versus each pulse intensity, obtaining histograms as
shown in figure S1.b. The main advantage of working with frequency histograms is that these two
components can be easily identified: at low intensities, the continuous contribution due to the
background or the dissolved element, and at higher intensities, the contribution of the
nanoparticles. Moreover, the first contribution is produced by a conventional counting process,
which follows Poisson statistics and hence the signal distribution is Poissonian, whereas the signal
distribution for the nanoparticles reflects their original distribution, which tends to be log normal

[1].
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Fig. S1 (a) Time scan of a silver nanoparticle suspension containing silver (I). (b) Pulse intensity frequency
histogram of data from (a).

S.2. Threshold for detecting nanoparticle events: Critical value (Sc¢)

The threshold for detecting nanoparticle events has been calculated as a critical value (Sc) with
respect to the signals distribution corresponding to the background/dissolved analyte. This critical
value has been defined as the signal intensity at which the fraction of the distribution excluded is
equal or below to the confidence level o, which represents the proportion of false positives, and it is

given by equation 9:
SC=MB+Zl—a \/MB"'I (S-1)

where ug is the mean signal intensity (counts) of the background signal and zi.« the (1-a) quantile
of the standard normal distribution.
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Equation S-1 was applied at three different background levels (1, 10 and 100 counts) which
followed Poisson distributions. Different z;.q coefficients were selected and Sc, o and the percentage
of false positives were calculated for each situation. False positives were calculated for a typical
situation in SP-ICPMS (10 000 readings of background and 1000 readings of nanoparticles).
assuming that signal intensity frequencies below 1 involve no events detected (shadowed areas in
figure S2). Figures S-2.d, e and f show that by applying threshold coefficients higher than 4, no
events are detected at signal intensities higher than S¢ for the three cases shown. Quantitative
simulated data are summarized in table S1.
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Figure S2. Poisson distribution for simulated background signal of 1 (a), 10 (b) and 100 (c) counts and 10 000
readings. Occurrence of false positives for simulated background signal of 1 (d), 10 (e) and 100 (f) counts. The
shadowed areas include signal intensities corresponding to less than one event.
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Table S1. Critical values (Sc), fraction of the Poisson distribution excluded (o) and percentage of false
positives for different threshold criteria and Poissonian background signals (us). Percentage of false positives
calculated for a ratio of background:nanoparticle readings 10:1.

Threshold simulated data experimental data
us (counts) 1 10 100 1 15
o3 (counts) 1.41 3.32 10.05 1.41 4.00
us+30s Sc(counts) 5 20 130 5 27
a (%) 0.06 0.16 0.17 0.03 0.26
false positives (%) 0.5 1.6 1.7 0.3 2.6
us+40s Sc(counts) 7 23 140 7 31
a (%) 0.001 0.01 0.006 0.0 0.01
false positives (%) 0.0 0.0 0.0 0.0 0.1
Us+50% Sc(counts) 8 27 150 8 35
a (%) 0.0001 0.0002 0.0001 0.0 0.0
false positives (%) 0.0 0.0 0.0 0.0 0.0

S.3. Uncertainty associated to the counting of nanoparticles

The uncertainty associated to the counting of nanoparticles has two main components: (i) a
random error, due to the counting process and governed by Poisson statistics, and (ii) a systematic
error, due to the occurrence of 2-nanoparticle events, which are counted as one nanoparticle.

The random error (on=VN) can be expressed as a relative standard deviation (rsdy):

rst =_=_=—=_QNP
N N ‘\/QNPti 4 (S-3)

where N is the total number of nanoparticles (=Qwp ti), Qup the flux of nanoparticles into the plasma
and t; the total acquisition time.

Poisson statistics can be used to estimate the probability of one or more than one nanoparticle
arriving to the plasma during a measurement period (dwell time), being detected as a single event.
The cumulative probability to detect nanoparticle events with n nanoparticles (n=1) is given by:

n
© t )
E (QNP d'well e~ Quptaven
et (S-4)
Assuming that only 1 and 2-nanoparticle events are significant:
2
t
QNPtdwelle_QNPtdwe“ + (QNP dwell) e_QNPtdwel]
2 (8-5)

Then, if the total number of reading is given by ti/tawel, the nanoparticles counted assuming that 2-
nanoparticle events are counted as one nanoparticle (Ncount) is given by:

(QI\JPtdweu)2

t; ~ -
Noount = —— | Quptawer© Quptawen | e~ Quptaven (S-6)
dwell 2
and the absolute bias due to the counting process:
. -N
bias = |—count ‘ (8-7)

1 ~Qxpt dwe . .
Considering thate ' ™' =1, the bias can be approximated to:
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bias = e e (1 + t‘“ZV—G“QNP) -1~ t";—e“QNp (S-8)

S.4. Uncertainty associated to the determination of nanoparticle number concentration

If the relationship between the total number of events (N) and the nanoparticle number
concentration (Nnp) is linear, equation 5 can be expressed as y=bn x, where by is the slope of the
number concentration calibration, y represents the signal measured (number of events) and x the
number concentration.

The sources of the uncertainty associated to the determination of nanoparticle number
concentration are: (i) the counting of the nanoparticle events in the sample, u(sample)y, and (ii) the
number concentration calibration, u(cal)x. Two calibration strategies have been considered: a
multiple-point calibration, based on the bracketing calibration with three standards, and a single-
point calibration.

The uncertainty associated to the counting of nanoparticle events is given by the random error,
which is governed by Poisson statistics:

N

u(sample)y = E—N . (8-9)
N N

For a multiple point calibration, the uncertainty associated to the calibration, u(cal)n™», is given

by [2]:
S 1 (ySam le _y)z
u(cal)y? = f—rf; —+ 2"— (S-10)
AT oIS (x; - %)

where s is the residual standard deviation of the regression, by™p the slope of the multiple-point
regression, n the number of calibration standards, ysample the number of events for a specific sample
and y and X the centroids of the regression. A detailed description of the parameters involved can
be found in [2].

The total uncertainty for the predicted number concentration obtained by multiple point
calibration is:

2 2
u(total)" = \/ u(sample)y +u(cal)y’ (S-11)

A single-point calibration is performed by measuring one standard (Xst)- Its signal (ysw), allows
to obtain the response factor between signal and concentration (bn!"?). The uncertainty of this
single-point calibration (u(cal)n!"?) depends on the uncertainty of the signal from the standard,
u(ysta), and the uncertainty of the concentration of the standard, u(xs), it is given by [2]:

2 2
_ X u
u(eal) P = [Zomrle (y—tdz) +u(xgg)? (5-12)
Xstd b;p

The total uncertainty for the predicted number concentration obtained by single point
calibration is:

2 2
u(total)? = \/ u(sample),, + u(cal)y” (S-13)

Therefore, the difference between the two methods comes from the way the calibration is
performed, as it can be seen in the table S2. Relative uncertainties have been calculated at the
critical number concentration calculated in paragraph 4.1.3, corresponding to 2.8x107 L-* and 800
nanoparticle events.



Electronic Supplementary Material (ESI) for Journal of Analytical Atomic Spectrometry
This journal is © The Royal Society of Chemistry 2013

Table S2. Relative standard uncertainties (100 x un/N) in the determination of nanoparticle number
concentration for the two calibrations used.

Source Relative uncertainty

(%)

Calibration

3-points 1-point
sample 3.5 3.5
calibration 2.8 3.7
total 4.5 5.1

S.5. Nanoparticle size determination by using dissolved standards
When size standards are not available, the application of equation (6) to determine nanoparticle
diameters would imply to know all the parameters involved. Whereas the parameters related to the
element and the nanoparticle are known, Kicpms must be estimated. Pace et al. [3] developed a
procedure based on the use of dissolved standards of the analyte to determine the nanoparticle
diameter, in fact, the mass of analyte per nanoparticle. The procedure assumes that once in the
plasma, atoms from a dissolved standard solution and from a nanoparticle behave comparably for
the same element.

The relationship between the mass concentration and the mass measured per event for a
dissolved analyte (mgis) is given by:

M
My;s = T]nestamtdwellC (5-14)

If equation (2) is expressed as counts:

M
Tgis = MnebQsam tawen Kicpms K€ (S-15)

Substituting equation (S-14) in (S-15) gives:
Iais = Kiepms K v (S-16)

which is analogous to equation (7) and can be used for calibration purposes. Thus a calibration
performed with dissolved standard (equation S-15) can be transformed into equation (S-16) if Mneb,
Qsam and tawen are known. Once estimated KicpmsKu, equations 6 and 7 can be used for calculation of
the diameter of the analyte mass per nanoparticle, respectively.

S.6. Uncertainty associated to the determination of median nanoparticle diameters

The relationship between the pulse intensity (rne) and the nanoparticle diameter (d) is given by
equation 6. This equation can be expressed as y=bsize X3, where bsie is the slope of the size
calibration, y represents the signal measured (counts) and x the diameter.

When nanoparticle diameters are determined by calibration with one size standard, the
contributions to the total uncertainty involve: (i) the uncertainties in the measurement of the
median pulse intensities of the sample and the standard, and (ii) the uncertainty associated to the
size of the standard used. The total relative uncertainty associated can be calculated by applying
the rules of propagation of the uncertainty to the expresion Xsample=Xstd(Ysample/ysta) /3

u(xsample ) _

X

2 2 2
l u(Ysample ) + u(ystd ) + u(xstd )
9 2 2 ?
sample Ysample Ystd Xstd

(S-17)

The uncertainty associated to the measurement of the pulse intensity of both the sample and the
standard is considered to be due to counting statistics, other sources related to the introduction
and ionization of nanoparticles in a plasma have not been included [4] . This relative uncertainty is
given by:

u(ryp) _NIne _ 1

I I
NP NP I'np

(S-18)
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Equation S-17 can be expressed in terms of the pulse intensities of the size standard (rnesta) and
the sample (rnpsample), and the size of the standard (dsw) as:

u(total);,, _ 1 1 N 1 +u(dstd2)2

(S-19)
d 9 IlNP,sample I‘NP,std dst d

Relative standard uncertainties for samples of different sizes are shown in table S3. Calibration
was performed with a 60 nm silver nanoparticle suspension (uncertainty provided by the
manufacturer: =4 nm).

Table S3. Relatives standard uncertainties associated to the determination of median nanoparticle diameters
by calibration with one size standard

Diameter Relative uncertainty (%)
(nm)

40 13.2

60 10.2

80 9.0

When nanoparticle diameters are determined by using dissolved standards, following the
method developed by Pace et al. [3], there are two contributions to the total uncertainty: (i) the
measurement of the median pulse intensity of the sample, and (ii) the determination of Kicpums.

Kicpms is calculated from equation S-15 as:

T,
Kicpms = dis (S-20)
nnebtdwelleamCMKM

by using a standard solution of the analyte and knowing the nebulization efficiency and the sample
flow rate. Thus, the sources of uncertainty associated to the determination of Kicpums, u(Kicpms),
involve the measurement of a dissolved standard, u(rais), the determination of the nebulization
efficiency, u(nneb), the determination of the sample flow rate, u(Qsam), and the uncertainty
associated to the concentration of the standard, u(Cwu). The relative uncertainty is given by:

u(KICPMS) _ M_‘- u(nneb)z N u(QsalTl )2 N U(CM )2 (S-ZI)
2 2 2 2
Tdis Mheb Qsam CM

I{ICPMS

The different contributions related to the determination of Kicpms are listed in table S-4.

Table S4. Relatives standard uncertainty associated to the determination of Kicpws.

Source Relative uncertainty (%)
Fais 1.0

Aneb 3.9

Qe 2.2

Cu® 0.21

KICPMS 4-6

? counting statistics (=1/(rdi5)1/2)

® calculation procedure based on [3]
¢ experimental determination (n=10)
¢ calculation procedure based on [2]

The total relative uncertainty can be calculated by applying the rules of propagation of the
uncertainty to the expresion Xsample=(ysample/Dsize)1/3:

u(xsample ) _

X

l U’(Ysample)2 + l u(bsizc )2
2 2
9 YSample ? b

(S-22)

ampl .
sampie size
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Considering that he uncertainty associated to the measurement of the pulse intensity of the
sample is due to counting statistics (equation S-18) and the uncertainty of the slope coresponds to
the uncertainty of Kicpms (equation S-21), equation S-22 can be expressed as:

u(total)(5 . _r 1 +l u(Kcpms)’
2
Kicpms

(S-23)
d 9 IlNP,sample

The relative standard uncertainties associated to the determination of different nanoparticle
diameters are summarized in table S-5.

Table S5. Relatives standard uncertainties associated to the determination of nanoparticle diameters by using
dissolved standards and the method developed by Pace et al. [3].

Source Relative uncertainty (%)

40 nm 60 nm 80 nm
sample 10.0 5.5 2.5
Kicpms 1.5 1.5 1.5
totaly, 10.2 5.7 3.0
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