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Figure S1: Evaluation of the incident beam attenuation by the sample. A) Horizontal phase 
contrast image1 of the resin block with embedded zebrafish embryo. Scale bar: 200 µm.  
B) Absorption contrast image for a projection angle of 90 deg. The gray scale represents the 
transmitted fraction of the excitation intensity based on the ratio of the photon count recorded at 
the upstream vs. downstream ion chambers. C) Transmission profile for the trace indicated as 
dashed line in B). The dotted line corresponds to the transmission level of the Lowicryl resin. 

 

 

 
 
  



 
 
 
Figure S2: Reconstruction of a Shepp-Logan phantom based on filtered backprojection (“Ram-
Lak” ramp filter) or iterative maximum likelihood expectation maximization (MLEM) 
algorithms. A) A sinogram was constructed from the phantom (1st column) based on 60 
projections spaced over 180 degrees. The original image was reconstructed either through the 
filtered backprojection (2nd column) or MLEM with 50 and 200 iterations (3rd and 4th column), 
respectively. B) Comparison of the intensity profiles of the original phantom and the 
reconstructed images. The position of the profiles is indicated in each image by the color-coded 
green and red traces. 
 
  



 
 

 
 
Figure S3: Comparison of the experimental and reconstructed data for the first projection at 0 
degree. A) The volumetric distribution of each element was reconstructed using the iterative 
maximum likelihood expectation maximization (MLEM) algorithm, and the reconstructed data 
were projected at the same angle as the measured data (2nd column). The 3rd column illustrates 
the unsigned error in the form of difference images. The panels for each element are based on 
different density scales as indicated by the calibration bars on the left. B) Intensity profiles of the 
experimental (black) and reconstructed data (red) across the dashed line indicated in the 
projection images. The graph below each profile illustrates the signed difference between the 
experimental and reconstructed profiles. 
 



 
Figure S4: Error evaluation for attenuation correction by linear scaling. A) Phantom image and 
geometry of the fluorescence tomography setup. A set of two attenuated and a non-attenuated 
sinogram was computed using the raft C-library software.2 Specifically, an attenuation matrix of 
680x680 µm was applied with uniform attenuation coefficients for excitation (µex (10 keV) = 3.96 
cm–1) and emission (µZnKα = 6.09 cm–1 or µFeKα = 15.00 cm–1). Filtered back projections and errors 
were computed for the non-attenuated sinogram (B), and for the attenuated sinograms with Zn 
Kα emission (C) and Fe Kα emission (D), respectively. The reconstructed images (B) and (C) 
were adjusted by the corresponding scaling factors f calculated based on equation S2. The 
difference plots (absolute values) were obtained by subtracting the reconstructed images from the 
original phantom. The position of the intensity profiles on the right is indicated in each image as 
white traces. In addition to the filtered back projection data (green traces), the intensity profiles 
show the MLEM data (red traces) obtained from reconstruction of the attenuated sinograms and 
the original phantom profile (dashed black traces). 



 

 
 

 
 

 
 
 
Figure S5: Scatter plot illustrating the correlation between the Zn and Fe distribution in a 
zebrafish embryo at 24 hpf. Each pixel indicates the elemental concentration of a voxel in the 
reconstructed data set. Due to the large size of the original data set, the voxels were binned by a 
factor of 64 to yield a total of 1.95 million pixels. The Pearson’s correlation coefficient r was 
calculated based on the binned data set. 
 
  



Attenuation Correction Based on Linear Scaling Factors 

The attenuation of X-rays with incident intensity I0 by a material of thickness x is 
described by the Beer-Lambert law (S1), 

 
I(x) = I0e

!µx   (S1) 

 
where µ is the energy-dependent linear attenuation coefficient of the material. If the 

attenuation is dominated by the embedding material, the attenuation of exciting and emitting 
photons at the center of rotation remains approximately constant throughout all projections, and 
the corresponding scaling factor f can be expressed as 

 
f = e(µex+µem )l/2   (S2)  

 
where l is the mean attenuation pathlength, and µex and µem are the linear attenuation 

coefficients of the material at the corresponding excitation and emission energies, respectively. 
Because the attenuation coefficients of Lowicryl for excitation and emission in the 5-10 keV 
range are relatively small, we reasoned that a simple linear attenuation correction might still 
provide reasonable estimates of the elemental concentrations in the reconstructed volumetric 
model, albeit with some deviations across the xz-plane as illustrated with Fig. S4. 

The actual elemental concentration c0 can be expressed by equation (S3) 
 
c0 = cus !e

(µex+µem )l/2  (S3)  

 
where cus denotes the reconstructed elemental concentrations derived from projections 

that were calibrated based on the upstream ion chamber photon flux. Because the downstream 
ion chamber calibration can compensate for some of the attenuation differences within a 
projection, we estimated the actual concentrations c0 based on the downstream-calibrated 
concentrations cds. For this purpose, we combined equation (S3) with relationship (S4) 

 
cus = cds !e

"lµex  (S4)  

 
and derived scaling factors f for each element according to equation (S5)  
 
c0 = f !cds     with      f = e(µem!µex )l/2  (S5)  



 
The corresponding attenuation coefficients of Lowicryl were determined based on the 

NIST values for polymethyl methacrylate (PMMA, density 1.18 g/cm3) using the software 
WinXCOM,3-5 and the pathlength l was derived based on equation (1) of the main text using the 
corresponding integrated Zn densities averaged over all projections. With µex (10 keV) = 3.96 
cm–1,  µZnKα = 6.09 cm–1, µCuKα = 7.52 cm–1, µFeKα = 15.00 cm–1, and a mean pathlength of l = 680 
µm, we obtained the scaling factors f of 1.08, 1.13, and 1.46 for Zn, Cu, and Fe, respectively. 
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