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Abstract

A dynamic optimization strategy is presented to generate customized

equations of state (EOS) for the numerical simulation of non-ideal fluids

at high density ratio. While stable branches of the analytical EOS are pre-

served, the spinodal region is self-tuned during the simulation, in order to

compensate for numerical errors caused by discretization in phase space.
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The employed EOS permits to readily set the sound speeds for the gas and

liquid phases, thus allowing stable simulation with high density (1:10 to

1:1000) and compressibility ratios (250:1–25000:1). The present technique

is demonstrated for lattice Boltzmann simulation of (free-space) multiphase

systems with flat and circular interfaces.

1 Introduction

Mesoscopic approaches, such as the lattice-Boltzmann (LB) method, allow physi-

cal modelling at an intermediate level between atomic/molecular interactions and

a continuum representation (1). Hence, mesoscopic models are suitable for de-

scribing complex fluid systems, where the microscopic (atomistic) dynamics plays

a non-trivial role in determining macroscopic (observable) quantities. Given the

practical importance of such multiscale fluid systems (e.g. multiphase flows, mi-

croflows, nanofluids, soft matter systems) in science and engineering, LB con-

tinues to cross scientific research boundaries into novel applications across disci-

plines (2).

As the number of technical applications for LB rapidly grows, it is essen-

tial to elucidate actual capability and limitations of the methods employed. An-

other point of interest, is determining the compatibility between relatively new

LB models and long-established continuum theories. A successful LB technique

for multiphase, due to Shan and Chen (SC), is to model atomistic interactions

via pseudo-internal forces, which are defined as a function of pseudo-potentials
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(3). Pseudo-potentials, commonly determined by local macroscopic variables like

mass density, represent coarse-grained approximations of the actual microscopic

interactions.

The pseudo-potential approach does not attempt to model microscopic

correlations or details of the dynamics at molecular time/length scale. These

microscopic phenomena determine the complex dependence of transport co-

efficients on thermodynamic variables or observables such as temperature,

pressure, concentration, etc. The employed mesoscopic approach is intended

to produce hydrodynamic equations with the correct functional form. Map-

ping these equations to real systems must be accomplished by very carefully

tuning the relevant dimensionless groups (e.g. Capillary number, Ohnesorge

number, etc. ) for the particular problem of interest.

At continuum level, the functional form of the pseudo-potential employed can

be a priori designed to produce a desired macroscopic behaviour. For the mul-

tiphase fluid systems of interest in this work, pseudo-potentials are defined in

order to produce a desired equation of state (EOS) and a finite surface tension at

the vapour-liquid interface. However, several limitations have been pointed out

for the numerical implementation of the SC approach, most notably the fact that

stable phase-separation is hard to achieve for density ratios above 30−50. In ad-

dition, the SC EOS, at least in its original formulation, leads to a smaller sound

speed in the liquid than in the vapour phase; this is clearly non-physical and likely

a cause of numerical instability as well (4).

In LB simulation, the employed EOS determines the pseudo-internal fluid
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forces resulting from density difference between neighbouring nodes. Under ap-

propriate conditions, a finite-size (or diffuse) interface arises, due to the interplay

between modelled pseudo-internal forces and diffusion processes. The coexis-

tence properties (e.g. bulk density and pressure) numerically obtained, as well

as the density profile and thickness of the simulated interface, are not only deter-

mined by the functional form of the EOS, but also by the properties of the lat-

tice employed (e.g. thermal speed) and diverse discretization effects. Whenever

discretization effects remain negligible, the LB simulation agrees closely with

(continuum) thermodynamic predictions for the mechanical and chemical equi-

librium conditions determined by the EOS (1,5). This is commonly the case when

the ratio of the bulk densities of the fluid phases is relatively modest, i.e around

10−30. However, several fluids of practical interest (e.g. water-air mixtures) ex-

hibit density contrasts that span over several orders of magnitude. Furthermore,

meso/macroscopic structures (e.g. liquid drop or colloid radius) have characteris-

tic length-scales that are usually many orders of magnitude larger than the inter-

face thickness. Hence, it is a common necessity to deal with large density jumps

across extremely thin interfaces; e.g. for air-water systems at standard pressure-

temperature conditions, the interface thickness is in the nanometer scale, while

the density ratio is 1:1000. In these challenging situations for diffuse-interface

methods, the numerical interface is usually heavily under-resolved, for the sake

of computational tractability. When the interface is under-resolved, discretization

errors (in both configuration and phase space) necessarily cause deviations from

the coexistence properties, as computed via continuum thermodynamics (4,5). In

4

Electronic Supplementary Material (ESI) for Soft Matter
This journal is © The Royal Society of Chemistry 2012



this work we propose and demonstrate LB procedures for the robust simulation

of multiphase flows at high-density ratios. The key proposed concept is to adjust

the numerical EOS in the unstable branch, i.e. within the spinodal region. This

technique allows to compensate for numerical errors originated at the discretized

interface, without affecting bulk properties.

The LB model in this work employs projection in Hermite space of the non-

equilibrium distribution (6–8); this additional feature becomes crucial when large

spatial gradients are present. This simple procedure removes errors due to numer-

ical integration, thus leading to numerical solutions that are independent of the

lattice-flow alignment (9). The vast majority of LB models are in essence diffuse-

interface methods. Although this work focuses on LB models using pseudo-

potential approaches, the methodology proposed in this paper can be applied to

most other models, e.g free-energy based LB methods (10), which exhibit the same

issues in dealing with high density ratios.

The present paper is organized as follows. First, we review the basic elements

of the Hermite-compliant formulation of the continuum and lattice Boltzmann-

BGK equations. Subsequently, we illustrate the procedure for the customization

of mechanically and thermodynamically consistent EOS, achieving large density

ratios, with higher sound speed in the liquid than in the vapour phase. The proce-

dure is then numerically demonstrated for the case of two-dimensional flat inter-

faces and circular droplets, both at rest and in motion. Finally, a brief summary of

the results concludes the paper.
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2 Boltzmann BGK model

We begin by considering the Boltzmann–BGK (Bhatnagar-Gross-Krook) equation

for a single component fluid:

∂ f
∂ t

+v ·∇ f =− f − f eq

τ
+

δ f
δ t

. (1)

Here, we have defined θ = kBT/m= c2
s , adopting a unit molecular mass m= 1.

The relation θ = c2
s , i.e. thermal speed equal to the sound speed, only holds for

an ideal gas, and shall be generalized to the case of a non-ideal fluid in the se-

quel. The left hand side represents molecular free-streaming, while the right hand

side collects the effect of hard-core collisions, relaxing the system towards the

local equilibrium f eq, and mean-field, soft-core interactions, denoted by δ f/δ t,

which are responsible for non-ideal fluid-behaviour. The equilibrium distribution

is given by a local Maxwellian:

f eq(x,v, t) =
ρ

(2πθ)
D
2

exp
[
−(v−u)2

2θ

]
(2)

with D being the velocity space dimension (v = vk ek; k = 1, . . . ,D). The term

δ f/δ t = −g ·∇v f (g represents the sum of external and internal forces per unit

mass), and accounts for the effect of external force fields and internal soft-core

interactions . We shall focus on isothermal flow regimes, for which θ ' const.

Hence, the basic variables employed for the hydrodynamic description are mass

density ρ and fluid velocity u, which are obtained as moments of the distribution
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function f : ∫
f (x,v, t)dv = ρ(x, t) (3)∫

f (x,v, t)vdv = ρu(x, t) (4)

In addition, the inclusion of convective and dissipative effects, also requires con-

sideration of the kinetic momentum-flux tensor:

∫
f (x,v, t)vvdv = ρ [u(x, t)u(x, t)+θI]+Pneq. (5)

The subscript neq indicates the non-equilibrium component which is responsible

for momentum diffusivity and dissipative effects in the fluid. For the case of non-

ideal fluids, the potential-energy component of the momentum flux tensor also

needs to be considered, as it will be detailed shortly.

2.1 Hydrodynamic Approximation in H2

From a mathematical standpoint, the lattice Boltzmann (LB) method is basically

a finite-difference scheme. However, it has been recently shown that it can also be

given a more rigorous formulation as Galerkin method (11) the for approximate

solution of the continuum Boltzmann-BGK. A so-called N-order LB model seeks

for solution in a functional space HN spanned by the leading Hermite polynomi-

als of order≤ N (i.e. f ∈ HN). Conventional LB algorithms are not consistent

with standard Galerkin procedures. In such procedures the actual Galerkin co-

efficients, determined by kinetic moments of the distribution function, must be
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“evolved” in time in such a way as to keep the approximate solution within a de-

sired function space all along the time evolution. It is to be noted that, starting

from a distribution f ≡ f (x,v, t) belonging to HN , the post-advection distribu-

tion f̂ (x,v, t) ≡ f (x− v∆t,v, t), lies generally outside HN . A Taylor expansion

in powers of the differential ∆x = v∆t readily shows that f̂ ∈ HN+k (k ≥ 1) for

non-vanishing spatial derivatives (i.e. in non-equilibrium conditions). Significant

errors can be introduced when computing the moments of the distribution func-

tion if the polynomial degree of f̂ is larger than the algebraic degree of precision

of the quadrature rule employed (6,7). Therefore, projection of the post-advection

distribution is critical for consistency with Galerkin procedures for which a rigor-

ous convergence theory exists.

Since isothermal hydrodynamics is described by the first two kinetic moments,

mass and momentum density, in this work we will employ the popular approxi-

mation in H2, given by the following (second-order) Hermite series:

f (x,v, t) = f M(v)
[
M(0)+ 1

θ
M(1) : v+ 1

2θ 2 (M(2)−M(0)
θI) : (vv−θI)

]
, (6)

f eq(x,v, t) = f M(v)
[
M(0)

eq + 1
θ

M(1)
eq : v+ 1

2θ 2 (M
(2)
eq −M(0)

eq θI) : (vv−θI)
]
, (7)
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δ f (x,v, t)
δ t

= f M(v)
[
M(0)

δ
+ 1

θ
M(1)

δ
: v+ 1

2θ 2 (M
(2)
δ
−M(0)

δ
θI) : (vv−θI)

]
. (8)

For compact notation we employ f M = exp(−v2/2θ)/(2πθ)3/2 and Iαβ =

δαβ . The relations above involve the n-order velocity moments

M(n)(x, t) =
∫

f (x,v, t)vndv (9)

and their equilibrium counterparts M(n)
eq =

∫
f eqvndv, M(n)

δ
=
∫
(δ f/δ t)vndv. Note

that the symbol vn denotes a n-th order tensor; in component notation vα1vα2 . . .vαn .

For convenience, we rearrange Eq. (1) as follows:

(
1+ τ

∂

∂ t

)
f + τv ·∇ f = f eq + τ

δ f
δ t

, (10)

and then evaluate the zero- and first-order moment equations (i.e. mass and mo-

mentum equations):

(
1+ τ

∂

∂ t

)
M(0)+ τ∇ ·M(1) = M(0)

eq + τM(0)
δ
, (11)

(
1+ τ

∂

∂ t

)
∂tM(1)+ τ∇ ·M(2) = M(1)

eq + τM(1)
δ
. (12)

In order to obtain a closed system of governing equations, we must express the

second-order moment M(2) in terms of lower-order moments or basic variables
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(3–4). The moment equation for the second-order moment reads as follows:

(
1+ τ

∂

∂ t

)
M(2) = M(2)

eq + τM(2)
δ
− τ∇ ·M(3) (13)

Clearly, this is not closed, due to the presence of the third-order moment M(3).

However, using Eq.(6) for f ∈H2, we can readily compute the third-order moment

in terms of the first-order one as follows:

M(3)
αβγ

(x, t) = θ

(
M(1)

α δβγ +M(1)
β

δαγ +M(1)
γ δαβ

)
. (14)

To arrive at this result, we have made use of the definition of the Hermite polyno-

mials H(1)
i = ξi, H(3)

i jk = [ξiξ jξk− (ξiδ jk +ξ jδik +ξkδi j)] (ξ = v/cs), as well as of

the orthogonality of the Hermite basis.

We then multiply Eq. (12) by (1+ τ∂t) and use Eq. (14), to obtain the follow-

ing closed equation for the first-order moment dynamics:

(
1+ τ

∂

∂ t

)2

M(1) = τ
2
θ∇ ·D(1)+

(
1+ τ

∂

∂ t

)(
M(1)

eq + τM(1)
δ

)
− τ∇ ·M(2)

eq − τ
2
∇ ·M(2)

δ

(15)

where:

D(1) =
[
∇M(1)+[∇M(1)]T +∇ ·M(1)I

]
(16)

is the deformation tensor associated with the current M(1) = ρu (see below). The
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closed description given by Eqs. (11) and (15) provides an exact (within the sec-

ond order Hermite representation) analytical description, to be matched by nu-

merical solutions of the LB methods.

A few comments are in order. First, we note that the presence of the time-

delay derivative (1+ τ∂t), makes this system second-order not only in space, but

also in time, thereby preserving the hyperbolic nature of the original kinetic equa-

tion, a property clearly not shared by standard Navier-Stokes (NS) equations. In

fact, the present formulation bears many similarities to the so-called telegraphers’s

equations (12,13), and has the capability of taking account of fast-dynamics phe-

nomena which escape a purely Navier-Stokes description. Second, we note that,

although no formal expansions about equilibrium state have been performed so

far, the closure f ∈H2, is de-facto equivalent to replacing the moment M(3) with

its equilibrium expression. This approximation is necessary to retrieve hydrody-

namics from kinetic theory, and it is commonly adopted in the derivation of the

Navier-Stokes equations from LBE. However, the Hermite projection provides a

sound mathematical basis for this approximation, which is why the algorithmic

implementation must explicitly account for such a projection.

In the following section, we shall briefly revisit under which conditions, the

Navier-Stokes equation for both ideal and non-ideal fluids, are attained from the

present set of moment equations.
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2.2 Continuum limit for an ideal fluid case

We now recast Eq. (15) in the more recognizable form in terms of (generalized)

continuity and momentum equations. In particular, we shall discuss under which

conditions the above equation leads to the NS equation. Evaluating the equilib-

rium moments given by Eq. (7) one obtains:

M(0)
eq = M(0) = ρ, (17)

M(1)
eq = M(1) = ρu, (18)

M(2)
eq = ρuu+ρθI 6= M(2). (19)

The low-order moment dynamics given by Eqs. (11) and (15), delivers the follow-

ing continuity and momentum equations:

∂

∂ t
ρ +∇ · (ρu) = M(0)

δ
, (20)

(
1+ τ

∂

∂ t

)
∂

∂ t
ρu+∇ · (ρuu) = − ∇ρθ +

(
1+ τ

∂

∂ t

)
M(1)

δ
− τ∇ ·M(2)

δ

+ τθ∇ ·D(1). (21)

The first equation is easily recognized as the continuity equation, with a mass

source term. Note that no adiabatic assumption τ∂t << 1 is required at the level

of the continuity equation, because M(0) = M(0)
eq . The same is true for the momen-

tum equation, since momentum is also conserved. Such adiabatic assumption is
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usually invoked at the level of the second moment, which is not conserved. Here,

however, since the full time-delay operator is retained, the only closure is to keep

f within H2, with no adiabatic requirement, τ|∂tM(2)|<< |M(2)−M(2)
eq |.

To forestall any confusion, by “adiabatic”, we imply here that “fast” modes

are enslaved to the “slow” ones, with no specific reference to heat transport phe-

nomena. In fact, since the equilibrium distribution is truncated to second order

Hermite polynomials, our treatment does not include any heat transport effect,

which is sometimes referred to as to “athermal” regime.

The first line in the r.h.s. of Eq. (21) includes the moments of the forcing term

δ f/δ t that produce an effective pressure tensor P in such way that

∇ ·P = ∇ ·
[
ρθI+ τM(2)

δ

]
−
(

1+ τ
∂

∂ t

)
M(1)

δ
. (22)

can accommodate a non-ideal equation of state. The second line in Eq. (21), where

the closure takes place, requires a few additional comments. The deformation

tensor D(1) reduces to the Galilean-invariant expression of the dissipative Navier-

Stokes tensor of a compressible flow,

DNS = ρ

[
∇u+[∇u]T

2
− 1

3
(∇ ·u) I

]
, (23)

only the limit where density gradients remain negligible as compared to the veloc-

ity gradients, that is, |∇ρ/ρ|<< |∇u|/|u| (this condition is trivially satisfied un-

der no-flow conditions) . Since Galilean-invariance is manifestly built-in the BGK

equation, through the dependence of the local equilibrium on the relative molec-
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ular velocity v− u, lack of Galilean invariance is a consequence of the closure

M(3) ∼ c2
s M(1). Indeed, since the local equilibrium entails an infinite expansion in

the Mach number, the n-th coefficient of such an expansion being the n-th order

(tensor) Hermite polynomials, it is clear that no finite-order projection in Hermite

space can recover Galilean invariance in full, i.e. at all orders in the Mach number.

This is a general problem of continuum kinetic theory, which is inherited by the

LB formulation. Indeed, in order to retain Galilean invariance up to n-th order,

isotropy of the corresponding n-th order lattice tensors is required, thus setting a

high demand on the lattice symmetry and number of discrete speeds, which be-

comes rapidly incompatible with computational efficiency. The practical outcome

is that, near steep interfaces, where w|∇ρ/ρ| >> 1, w being the interface width,

many sources of inaccuracy inevitably arise. Given that these inaccuracies are

virtually irreducible, the most effective strategy is to try not to eliminate them, but

rather to keep them confined within the interface, i.e. prevent them not only from

compromising numerical stability, but also from affecting the bulk properties of

the fluid away from the interface. This is precisely the type of strategy presented in

this work. To demonstrate that Navier-Stokes equations are approximated for near

equilibrium conditions, we set M(n)
δ

= 0 and employ the approximation that den-

sity gradients scale as O(Ma2), (14). Provided such approximation holds, Eq. (21)
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then becomes

(
1+ τ

∂

∂ t

)[
∂

∂ t
ρu+∇ · (ρuu)

]
= −

(
1+ τ

∂

∂ t

)
∇p (24)

+ ∇ ·µ
[

∇u+∇
T u

2
− 1

3
(∇ ·u) I

]
+O(u3)

where p = θρ is the ideal EOS and µ = τθρ is the dynamic viscosity of the

fluid. The equation above approaches the Navier-Stokes equation for momentum

conservation only in the adiabatic limit |τ∂tM(2)|<< |M(2)−M(2)
eq | and low Mach-

number, Ma = u/
√

θ << 1.

2.3 Force term implementations

The forcing term in the kinetic equation δ f/δ t can be implemented via different

approximations (15–22) all equally conforming to low-order approximations of the

momentum equation. Such different approximations, however, introduce different

error terms in the higher-order moments M(n)
δ

, that have significant effects on the

numerical stability of the LB algorithm. Below we briefly describe and compare

two schemes that have been commonly employed .

2.3.1 Scheme I: Shifted equilibrium

In this scheme, the idea is that the force g produces a momentum shift τρg in the

local equilibrium distribution (15,16), which is then centred upon the new shifted

velocity u∗ = u+ τg in Eq. (2). Hence, the approximation to the forcing term
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becomes

δ f
δ t

=
1
τ
[ f eq(ρ,u+ τg)− f eq(ρ,u)]= f M(v)

[
1
θ

ρg : v+ 1
2θ 2 ρ(2ug+ τgg) : (vv−θI)

]
.

(25)

Up to second order in the Froude number, Fr = τ|g|/
√

θ , the shifted equilibria

correspond to introducing a supplementary diffusion term in velocity space, of the

form τ

2gg : ∇v∇v, which improves numerical stability. However, at higher orders,

lack of sufficient lattice isotropy implies the emergence of Galilean-invariance

violating terms, which compromise the accuracy and, at sufficiently high Froude

numbers, even the stability of the method.

2.3.2 Scheme II: Method of exact differences

A scheme which allows larger Froude numbers (4), reads as follows:

δ f
δ t

=
1
∆t

[ f eq(ρ,u+∆tg)− f eq(ρ,u)]= f M(v)
[

1
θ

ρg : v+ 1
2θ 2 ρ(2ug+∆tgg) : (vv−θI)

]
.

(26)

This corresponds to the exact difference that takes the equilibrium distribution

f eq(ρ,u) to a new equilibrium state where the local momentum is ρu+ g∆t in a

time step ∆t. Recalling Eq. (8), it is readily seen that the scheme gives M(1)
δ

= ρg

and M(2)
δ

= ρ(2ug+∆tgg). This implementation, which becomes exact in equi-

librium conditions ( f = f eq), removes the dependence of the non-Galilean

terms on the relaxation time τ . This is found to increase the numerical sta-

bility of the scheme, thereby permitting to reach higher Froude numbers.
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Although we adopt the method of exact differences, the proposed self-tuning

of the equation of state can in principle improve the accuracy of numerical

simulations using alternative approximations for the force term. By accuracy,

we refer here to close agreement between numerical results and continuum

thermodynamics calculations for phase equilibrium. The method of exact

differences was favoured as it allows to employ a wider range of relaxation

times and, thus, fluid viscosities.

2.4 Non-ideal fluid behaviour

The hydrodynamic description rendered by LB is given by the moment equations

(20)–(21), which contain a (non-isotropic) pressure tensor P defined in Eq. (22).

A possible path to model multiphase flow is to approximate an available macro-

scopic description by directly defining the velocity moments M(n)
eq and M(n)

δ
(n =

0,1,2) that determine the equilibrium distribution (7) and forcing term (8). This

is precisely the approach adopted by so-called free energy methods (23). In this

work, we follow the Shan-Chen formulation where microscopic interactions forces

g are modelled in order to produce non-ideal fluid behaviour.

It is physically insightful to recast the net internal force g as a spatial convolu-

tion over a suitable pseudo-potential ψ(x, t) = ψ(ρ(x, t)) so that

ρg(x, t) =−ψ(x, t)
∫ d

dr
w(|r|) ψ(x+ r, t)dr. (27)

The Gaussian convolution kernel w(|r|)= exp(−|r|2/2κθ)/(2πκθ)2/3, a heuris-
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tic replacement for the two-body radial correlation function, satisfies the following

normalizations,
∫

w(|r|) dr = 1 and
∫

w(|r|)rr dr = κθI. It is worth noticing that
√

κθ , where θ = kBT/m is the thermal energy (per unit mass) and
√

κ has units

of time, determines the (mesoscopic) length scale κθ for the decay of the pair

correlation.

By Taylor-expanding the r.h.s of Eq. (27), we obtain:

ρg(x, t) = ∇ ·
[(

ψ2

2
+

κθ

2
ψ∇

2
ψ +

κθ

4
|∇ψ|2

)
I− κθ

2
∇ψ∇ψ

]
+O(|∇4|) (28)

When implementing the exact-difference scheme described in Sec. 2.3, the diver-

gence of the pressure tensor (22) becomes

∇ ·P = ∇ρθ −
(

1+ τ
∂

∂ t

)
ρg+ τ∇ · [ρ(2ug+∆tgg)] . (29)

The equation above for the pressure tensor makes clear that the modelled micro-

scopic interactions produce the following: (i) non-ideal fluid behaviour; given

by an excess pressure p∗(ρ) = −ψ2(ρ)
2 in the isotropic component of P and non-

local terms that can be associated to a free-energy excess; and (ii) error terms

which are the result of the (second-order) approximation employed for the forc-

ing δ f/δ t. Note that the isotropic component of τ∆tgg increases mechanical

stability (∂ p/∂ρ > 0) and thus improves the numerical stability. The force im-

plementation also produces an incorrect shift in temperature θ and the ensuing

violation of kinetic energy conservation (24); this is precisely one of the deficien-

cies that we sought to rectify by adjusting the EOS in the unstable branch where
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the force magnitude |g| is large. Note that the result in Eq. (29) is quite general for

LB models; e.g. the pressure tensor for the shifted-equilibrium scheme is readily

recovered replacing ∆t by τ .

2.4.1 Pseudo-potential and equation of state

In the limit of small Froude numbers Fr = τ|g|/
√

θ � 1, the functional form of

the pseudo-potential ψ(ρ) determines the equilibrium static pressure the phase

bulk

pEOS(ρ,θ) = ρθ + p∗(ρ) = ρθ − ψ2(ρ)

2
. (30)

The sign convention employed in this derivation makes straightforward the phys-

ical interpretation of the fact that thermal diffusion is opposed by the action of

(attractive) long-range forces. It also becomes clearer that, without accounting

explicitly for repulsive (short-range) interactions, a dominant thermal diffusion is

critical for mechanical stability.

By properly choosing the functional form of the pseudo-potential ψ(ρ), non-

trivial equations of state supporting phase transitions are generated. Following

the present derivation, one recovers the original Shan-Chen EOS by adopting

ψ(ρ) = i
√

Gθ(1− e−ρ ) (where i =
√
−1) and G the coupling strength of the

Shan-Chen pseudo-potential.

The resulting EOS would yield a phase transition at the critical density ρc = log2

for |G|>Gc = 4. The Shan-Chen pseudo-potential has many virtues and some pit-

falls too. Among others, it can be readily checked that the sound speed, c2
s = ∂ p/∂ρ ,
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is higher in the vapour than in the liquid phase. Although harmless for many appli-

cations, such feature is clearly non-physical and can lead to numerical instability.

In this work we take the approach upside down, i.e. we first choose the form

of the non-ideal EOS p = p(ρ), and then define the pseudo-potential according

to:

ψ(x, t) =
√

2[ρθ − pEOS(ρ,θ)] (31)

consistently with the definition of −ψ2 as the excess pressure due to non-ideal

interactions. In order to ensure numerical stability the magnitude of the speed of

sound (in both stable and unstable phases) must be such that c2
s ≤ θ ; this condition

also ensures a positive value of the term inside the square root in Eq. (30).

Before quitting this section, it is worth mentioning that other lattice-based

methods for complex fluid have been recently developed (25), based on the micro-

scopic description of the interacting system of underlying molecules (26,27).

3 Hermite-projected lattice Boltzmann method

Conventional LB methods resort to discretization in velocity space and operator

splitting techniques. Hence, the conventional LB algorithm evolves a discrete set

of lattice distributions { fi; i= 1,Q} in two steps: advection f̂i(x+vi∆t, t)= fi(x, t)

and collision fi(x, t +∆t) = f̂i(x, t)−
[

f̂i(x, t)− f eq
i
]

∆t/τ . As usual, vi denotes

the set of discrete velocities associated with the given lattice formulation. An

appealing feature of the employed (second-order) Hermite-projected model is that

the algorithm proceeds along the same lines as the conventional scheme, with an
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additional projection step after the advection step (6,7):

fP
ne
i = f M(vi)

1
2θ 2Pneq : (vivi−θI). (32)

The (non-equilibrium) second-order moment Pneq defined in Eq. (5) is computed

using the post-advection distributions Pneq = ∑wi( f̂i− f eq)vivi (i = 1,Q); note

that owing to orthogonality of the Hermite basis the numerical integration will be

exact provided that the algebraic degree of precision of the quadrature rule is≥ 4.

The projected fP
ne
i distribution is then employed to compute the collision step

fi(x+vi, t +∆t) = f eq
i (ρ,u+g∆t)+

(
1− ∆t

τ

)
fP

ne
i (33)

where non-ideal interactions are introduced by means of the exact-differences

scheme in Eq. (26). The expression for the local force is

ρg(x, t) = ψ(x, t)
Q

∑
i=1

wiriψ(x+ ri, t). (34)

given by the discrete form of Eq. (27) for the lattice and Gauss-Hermite (G-H)

quadrature employed. For this work, we adopted ∆t = κ = 1, while ri = vi∆t and

wi are given in Tables 1–2.

Projecting the post-advection distribution back onto the H2 space, we recon-

struct a new non-equilibrium distribution in Eq. (33) that lies entirely within H(2).

This practice is equivalent to “dealiasing” or filtering away the so-called ghost

modes (8,16) that are inherent to the LB representation for matters of symmetry.
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ci/
√

θ a states wi

(±1,0),(0,±1) 1–4 1/12
(±1,±1) 5–8 2/27
(±2,0),(±2,0) 9–12 7/360
(±2,±2) 13–16 1/432
(±3,0),(0,±3) 17–20 1/1620
(0,0) 21 91/324

aLattice constant: θ = kBT/m = 2/3

Table 1: Model Parameters D2Q21

3.1 High-order lattices

A so-called high-order lattice improves the discretization in velocity space by en-

larging the number Q of discrete velocities {vi; i = 1,Q}. As a consequence, the

maximum algebraic degree of precision of the associated Gauss-Hermite quadra-

ture rule increases while higher-order moment isotropy and rotational symmetry

are satisfied. The model used in this study employs a lattice consisting of 39 dis-

crete speeds in three-dimensions (D3Q39). When the third dimension is quenched

to just two periodic planes, the effective two-dimensional simulation takes place

on the 21 discrete velocity lattice (D2Q21) shown in Figure 1. The abscissae

and corresponding weights for the D3Q39 and D2Q21 are given in Tables 1–2.

These lattices give a seventh-order algebraic precision (d = 7) and satisfy mo-

ment isotropy up to the sixth-order (28). We chose higher-order lattices (D3Q39,

D2Q21) over low-order versions (e.g D2Q9, D3Q27) due to their comparatively

better performance in reducing spurious currents and other numerical artefacts at

22

Electronic Supplementary Material (ESI) for Soft Matter
This journal is © The Royal Society of Chemistry 2012



vi/
√

θ a states wi

(±1,0,0),(0,±1,0),(0,0,±1) 1–6 1/12
(±1,±1,±1) 7–14 1/12
(±2,0,0),(0,±2,0),(0,0,±2) 15–20 1/27
(±2,±2,±2) 21–32 2/135
(±3,0,0),(0,±3,0),(0,0,±3) 33–38 1/432
(0,0,0) 39 1/1620

aLattice constant: θ = kBT/m = 2/3, cs =
√

2/3

Table 2: Model Parameters D3Q39

the vapour-liquid interface. Among other reasons, this favourable behaviour is at-

tributed to a sixth-order moment isotropy supported by the enlarged set of lattice

links [see Figure 1]. This feature allows to retain isotropy of fifth-order spatial

derivatives in the discrete gradient operator (34) employed for the approximation

of the internal forces (11).

4 Customizing the optimal EOS

In the previous sections we have outlined the basic technical aspects of the Hermite-

compliant LB scheme used in this work. Next, we discuss a lattice-independent

strategy to improve compliance with thermo-mechanical consistency requirements.
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Figure 1: The D2Q21 lattice (a 2D projection of D3Q39). This lattice family
satisfies moment isotropy up to the sixth-order. The discrete gradient operator
implemented on these lattices retains isotropy up to the fifth-order spatial deriva-
tives.

We begin by proposing a simple piecewise linear EOS

p(ρ) =


ρθV if ρ ≤ ρ1

ρ1θV +(ρ−ρ1)θM if ρ1 < ρ ≤ ρ2

ρ1θV +(ρ2−ρ1)θM +(ρ−ρ2)θL if ρ > ρ2

(35)

This EOS is uniquely defined by a set of five free parameters: (i) the coexistence

vapour density ρV , (ii) the density ratio R = ρL/ρV , (iii) the (vapour-phase) speed-

of-sound
√

θV =
√

(d p/dρ)V , (iv) the (liquid-phase) speed-of-sound
√

θL =
√

(∂ p/∂ρ)L,

and (v) the slope θS = (∂ p/∂ρ)S in the unstable branch (i.e. within the spinodal

region). The unknown variables ρ1 and ρ2, defining the the spinodal points, are

readily obtained by solving the set of the two equations; one for determining me-
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R=ρL/ρV ρV ρ1 ρ2 α1 α2
10 1 5.32 8.88 3.0 1.6–1.97

100 1 34.29 83.59 3.0 0.65–.88
1000 1 240.82 806.09 3.0 0.362–0.467

Table 3: EOS and perturbation parameters employed in our simulations. Differ-
ent quasi-Newton methods tested in this work converged to the reported range of
values of α2 when varying the relaxation time τ=1.0–2.0.

chanical equilibrium

∫
ρL

ρV

d p = (ρ1−ρV )θV +(ρ2−ρ1)θS +(ρL−ρ2)θL = 0, (36)

and other for chemical equilibrium

∫
ρL

ρV

1
ρ

d p = log(ρ1/ρV )θV + log(ρ2/ρ1)θS + log(ρL/ρ2)θL = 0. (37)

4.1 Discretization effects and perturbations in the unstable branch

As described in previous sections, numerical inaccuracies and truncation errors

become significant for the large Froude numbers that are required in practice for

simulation of large density ratios. The most immediate consequence is that the

vapour and liquid densities numerically obtained for phase equilibrium can sig-

nificantly differ from their continuum counterparts given by solution of Eqs. (36)-

(37).
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Compliance with continuum thermodynamics at high density ratios, may re-

quire impractical grid resolutions and/or come at the expense of the simplicity of

the algorithm; e.g. adaptive meshes, interface tracking, and implicit schemes may

be required. On a positive side, the largest numerical errors are majorly produced

within the steepest regions of the interface where the pressure-density curve falls

within the unstable branch (ρ1≤ ρ ≤ ρ2) of the EOS where (∂ p/∂ρ)T < 0. Given

that the unstable branch is experimentally inaccessible, one is naturally led to con-

sider modifications of this branch aimed at minimizing the numerical errors. To

implement this concept, we employ a modified EOS p(ρ)LB = p(ρ)+ δ p where

an analytical perturbation δ p takes again the form of a piecewise-linear function:

δ p(ρ,α1,α2) =



0 if ρ ≤ ρ1

pM×
ρ−ρ1

ρM−ρ1
if ρ1 < ρ ≤ ρM

pM×
ρ−ρ2

ρM−ρ2
if ρM < ρ ≤ ρ2

0 if ρ > ρ2

(38)

with pM =α1(ρ1−ρ2)θS and ρM = ρ1+α2 (ρ2−ρ1). The perturbation is uniquely

determined by the parameters (α1,α2) that define the position ρM and magnitude

of the maximum perturbation pressure pM [see Figure 2]. The rationale for per-

turbing the unstable branch is that, for a given density profile ρ(x), the slope of

the EOS determines the magnitude of the internal forces ρg(x) ∼ −(∂ p/∂ρ)∇ρ

and thus the work done at crossing the interface. It is easily seen that positive

values of the perturbation pM produce a reduction of the internal force magnitude
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Figure 2: Piecewise EOS. Solid line (black): p(ρ) targeted EOS for continuum
limit. Top-hat line (Red): p(ρ)LB = p(ρ)+δ p modified EOS for LB simulation.

toward the vapour side of the spinodal, and an increase toward the liquid side.

To illustrate the effects of the proposed perturbation on the unstable branch,

we present in Figure 3 simulation results for a flat interface using the equation

of state in Table 3 for ρL=100 and ρV =1. It is worth to notice that the employed

EOS, with a discontinuity in its first derivative, is extremely adverse for numer-

ical discretizaton. As a consequence, employing the EOS without the proposed

perturbation leads to vapour phase density ρLB
V < 1.0 significantly smaller than

expected; this occurs while the expected liquid phase density ρLB
L ' 100 is re-

covered. As reported in previous works (4,5), the coexistence value in the vapour

phase is the quantity most sensitive to numerical inaccuracies.

As shown in Figures 3a–b, different combinations of perturbation parameters

(α1,α2) can effectively compensate for numerical inaccuracies so that ρLB
V = 1

(while ρLB
L = 100). Varying ρM(α2) redistributes the work done by internal forces,
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i.e. free energy excess in the inter-phase region, allowing to adjust equilibrium

density on the vapour phase as reported in Figure 3c.

4.2 Self-tuning and discrete phase equilibrium

At the level of the lattice dynamics there are two simple processes; “thermal” dif-

fusion θ∇ρ(x), modelled by advection-collision in the lattice, and a local momen-

tum change driven by a force field g{ρ(x)} that emulates long-range interactions.

The interplay of these two modelled processes determine the actual coexistence

densities ρLB
L and ρLB

V at which phase equilibrium is established in simulation; in

general ρLB
L 6= ρL and ρLB

V 6= ρV due to diverse discretization errors in the pres-

sure tensor (29). As demonstrated above, different corrections to the EOS in the

unstable branch can optimize the agreement of numerical results with continuum

thermodynamics. In what follows we describe one of many possible strategies

to compute “on the fly” the optimal perturbation parameters. A typical manifold

of optimal parameters is shown in Figure 3a, for a fixed value of α1 (i.e. ampli-

tude pM of the perturbation) within the proper range there will be one value of α2

that produces the expected coexistence densities. More general, multi-parametric

optimization, schemes could also be conceived. For the sake of simplicity, in

this work we shall confine our attention to the minimal two-parameter family of

piecewise linear perturbations.

Based on the considerations above we attempt to find the parameter α2, given
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Figure 3: Customized EOS and phase equilibrium in simulation of a flat interface;
ρL=100, ρV = 1, τ = 1.0. (a) Perturbation parameters leading to agreement with
continuum predictions. (b) Density profile ρ(x) in semilog plot (left side). (c) In
all panels, g is the normal component of the internal force. The leftmost panel
in (c) shows the spatial variation of g(x) when crossing the interface (g>0 points
towards the denser phase). The two rightmost panels in (c) show the internal
force variation with respect to mass density (or the excess free-energy density
FEX = g(ρ)). The correct densities for liquid-vapor coexistence are recovered in
each phase bulk for α2=0.65 and

∫
ρL
ρV

g(ρ)dρ = θ log(ρL/ρV )=3.07.
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a fixed α1, that satisfies the following form of chemical equilibrium

∆µ
LB(α1,α2) =

∫ x(ρL)

x(ρV )
g ·dx−θ log(ρL/ρV ) = 0; (39)

above x is a general coordinate along the direction normal to the interface. For this

purpose we employ quasi-Newton method (29) that runs along the LB simulation

to solve Eq. (39). The success of the iterative Newton method αk
2 = α

k−1
2 +∆α

is highly sensitive to the initial value α0
2 and the maximum step size |∆α|. In or-

der to identify good initial guesses for the studied system we performed a series

of LB simulations for fixed values of α1 and α2 and different step sizes; proper

initialization parameters are reported in Table 3 along with the EOS parameters

for different density ratios. The effect of the step size on the convergence rate

is shown in Figure 4. Starting from proper initial guesses the solver converges

monotonically for small step sizes ∆α . The long times observed for convergence

is caused by an strong initial shock due to wrong initialization of the density pro-

file that excite long-lasting acoustic modes that only decay after several relaxation

times. As the Newton iteration evolves we observe that the work done by internal

forces or chemical potential excess ∆µEX =
∫ x(ρL)

x(ρV )
g · dx is exactly balanced out

by diffusion so that ∆µEX = ∆µ IG = θ log(ρL/ρV ) as ρLB
V → ρV = 1.
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Figure 4: Quasi-Newton solver convergence for a flat interface simulation (ρL =
1000,ρV =1, τ = 1.5) using three different parameter increments ∆α=0.0003,
0.0005, and 0.001. The subfigures show time traces for: (a) perturbation pa-
rameter α2; (b) chemical potential excess ∆µEX =

∫ x(ρL)
x(ρV )

g · dx normalized by

∆µ IG = θ log(ρL/ρV ); and (c) mass density in the vapor phase normalized by
ρV .
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5 Results & Discussion

For the study in point we adopt ρV = 1 in all cases while ρL=10,100 & 1000).

In all cases, the speed of sound for the vapour phase is
√

θV = 0.2cs while
√

θL = cs in the liquid phase, and the magnitude of slope in unstable branch is

θS = −0.36c2
s .

We perform a series of simulation of flat and circular interfaces adopting the

proposed methodology employing a range of relaxation times (1 ≤ τ ≤ 2) for

which the local Froude number is less than unit Fr = τ|g(x)|/
√

θ < 1.

5.1 Flat interface

The simulation of a flat interface is performed in a doubly periodic domain (i.e.

periodic in both x and y directions) of dimension Lx = 201×Ly = 3. The x-

direction is normal to the interface and the integration in Eq. (39) can be easily

performed across the two interfaces that develop within the simulation domain.

We focus on phase separation at three different density ratios, namely 1:10, 1:100,

and 1:1000, employing the EOS reported in Table 3. The density field has been

initialized with a relatively smooth profile in the interface between the vapour

and liquid phases. An interface becomes stable after few time steps and reaches

steady state, with no observable variations in the interface shape nor thickness,

after 10000 relaxation times. The density profiles shown in Figures 5a–c show

that the interface thickness is nearly constant (≈ 20 lattice sites) for all simulated

density ratios. This highlights that the employed EOS with constant negative slope
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(θS = 0.6) in the unstable branch leads to high surface tensions as the density

contrast increases; this will be quantified in the next subsection. As reported in

Figure 5, the local Froude number remains below unit in the present simulations

for the adopted relaxation times. The half-time-step, or hydrodynamical, velocity

field uhs = uhs−0.5g shows that spurious currents are extremely small for the flat

interface case.

5.2 Circular droplet

A series of simulations of a liquid droplet formation in a bulk vapour phase, has

been performed. To check consistency with continuum thermodynamics for cir-

cular interfaces, we compare our numerical results against the Laplace equation in

Figure 6, and thermodynamic equilibrium (Kelvin’s equation) in Figure 7. While

the Laplace equation can only determine the pressure drop ∆p = pL− pV = γ/R,

one needs to impose both mechanical equilibrium, shifted by ∆p = γ/R, and

chemical equilibrium in order to predict the coexistence densities ρR
V and ρR

L in

the presence of a circular interface of radius R. For the adopted equations of state,

the solution of ρR
V and ρL

V can be readily obtained via integration of the EOS,

i.e. without the classic ideal gas approximation for the vapour phase and incom-

pressible behaviour in the liquid; the results are reported in Figure 7 along with

numerical simulation. The present simulations report high values of the surface

tension and the expected linear behaviour ∆p ∝ 1/R for radii greater than the inter-

face thickness R≥ 20. Meanwhile, the increase in the saturation vapour pressure

ρR
V due to curvature effects is numerically reproduced within a 5–8% error in all
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Figure 5: Flat interface simulation: density profile in semilog plot (left panels),
local Froude number (upper right panels), and half-step velocity field uhs = uhs−
0.5g (lower right panels). (a) ρL/ρV = 10. (b) ρL/ρV = 100. (c) ρL/ρV = 1000.
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Figure 6: Surface tension measured via Laplace’s equation. (a) τ=1.0 (b) τ=1.5.
(c) τ=2.0.

cases. One of the main by-products of inaccuracies in LB simulations is the pres-

ence of spurious currents; that is artificial currents due to finite-order isotropy of

the lattice. As discussed in previous work, these currents are proportional to the

density ratio between the phases (5). In recent years, several recipes have been

proposed to tame the problem of spurious currents in the multiphase LB scenario,

both for free energy and the pseudo-potential approaches (30,31). Even for the

highest density ratio of 1:1000, the proposed EOS gives rise to relatively small

spurious currents, as reported in Figure 8. The highest spurious velocities take

place near the interface of the droplet and the recirculation structures observed

are affected by the shape and size of the simulation domain. Since increasing

dissipation helps reducing the observed currents ( i.e. |umax| ∼ O(10−2) for

τ = 1.0, |umax| ∼ O(10−3) for τ = 1.5), a higher Froude number for higher τ

(see Figure 8b) may not necessarily result in a higher magnitude of the spu-

rious currents.
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Figure 7: Thermodynamic equilibrium for a circular interface of radius R. The
figures compare numerical results for the coexistence densities ρR

L and ρR
V against

predictions from the Kelvin equation. (a) ρL/ρV =10. (b) ρL/ρV =100. (c)
ρL/ρV =1000.
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In any case, the maximum value of |u| ∼ O(10−2), did not compromise

numerical stability.

(a)

(b)

Figure 8: Circular interface: velocity field at half-time-step and local Froude num-
ber for very high density ratio, ρL/ρV =1000. (a) τ = 1.0 (|umax| ' 0.01). (b)
τ = 1.5 (|umax| ' 0.005).
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6 Conclusions

We have presented a second-order LB scheme for non-ideal fluids in isothermal

conditions that achieves stable phase-separation for large density ratios ρL/ρV and

large (isothermal) compressibility ratios βV/βL = ρLθL/ρV θV .

The basic observation in this work is that it is possible to adjust the equa-

tion of state (EOS) in the unstable segment (spinodal region) without affect-

ing thermodynamic properties in the phase bulk. This permits to achieve

a better compliance with continuum thermodynamics, without affecting the

numerical stability of the scheme.

Employing an alternative approach to the Chapman-Enskog expansion, we de-

rived the closed-form macroscopic equations that result from the (second-order)

LB model employed which relies on a explicit scheme for the force term. The

detailed derivation of the macroscopic equations indicates that the pressure and

stress tensors contain terms that can lead to substantial numerical error when the

magnitude of applied forces is large (i.e. Fr = τ|g/
√

θ | ∼ 1). Accommodating

sufficient number of nodes within the interface constitutes the simplest optimiza-

tion strategy to deal with physical conditions that are demanding for simulation.

This strategy can be readily performed by scaling the slopes of the proposed EOS

with respect to the lattice temperature θ . This approach, however, can come at the

expense of a large computational cost. The conditions chosen to demonstrate

the proposed methodology represent a challenging situation for multiphase

flow simulation, given the very high density and compressibility ratios em-
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ployed. Nevertheless, the scheme in this work achieved stable phase sepa-

ration for density ratios up to 1 : 1000 by using moderate-to-high, but still

affordable, grid resolutions.

The present results rest on two crucial features of the employed method:

(i) compliance with Galerkin representation to second-order in Hermite space

which is secured by projection of the post-advection distribution function; (ii)

mechanical and thermodynamical consistency achieved through self-tuning

of the unstable (spinodal) branch of the EOS, while leaving the stable ones

completely unaffected.

The proposed tuning of the EOS requires an iterative feedback loop in

order to minimize an objective function. The objective function in this work

is given by the equality of chemical potentials on both sides of the vapor-

liquid interface. Such equality of chemical potentials across the vapor-liquid

interface is attained when the specific work (per unit mass) performed by

internal forces is equal to the specific work done by thermal diffusion. The

self-tuning allows to dynamically compensate for any discretization errors

that can become significant near the interface. At the same time, the EOS

in the bulk is not affected since corrections to the EOS are only applied to

the unstable branch. In practice, the procedure adjusts the internal forces on

the light phase side of the interface where one usually observes large numerical

discrepancies between bulk densities predicted via Maxwell’s construction and

those obtained by LB simulation.

In the present implementation, a high-order lattice with sixth-order isotropy
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was adopted in order to reduce spurious currents and other effects related to lack

of isotropy of high-order spatial derivatives in the discrete gradient operator em-

ployed for computing the internal forces. The method is numerically demon-

strated for flat and circular interfaces at rest, for density ratios in the range 1 : 10

to 1 : 1000 and compressibility ratios of 250 : 1 and 25000 : 1, always showing

satisfactory agreement with analytical predictions and small contamination due to

spurious interface currents.

The proposed methodology can circumvent the resort to higher-order Her-

mite projections and/or implicit schemes. For the two cases studied here, with

simple interface geometries, the proposed optimization procedure can be readily

implemented. The extension of the presented approach to moving and deforming

interfaces makes an interesting subject of future research work.

It is hoped and felt that the dynamic optimization strategy presented in this

work will permit robust LB simulation of multiphase flows with high density con-

trasts, such as air-water systems.
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